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Mackay’s weighing puzzle



how much ‘information’ does a random variable have?



reading assignment: chapter 4 of Mackay



quantifying information content



measuring information

consider (discrete) rv X taking values X = {a1, a2, . . . , ak}, with probability

mass function P[X = ai ] = pi 8 i ,
P
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Shannon’s entropy function

• outcome X = ai has information content

h(ai ) = log2

⇣
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• random variable X has entropy

H(X ) = E[h(X )] =
P
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entropy: basic properties

Shannon’s entropy function

• outcome X = ai has information content: h(ai ) = log2

⇣
1
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⌘

• random variable X has entropy: H(X ) = E[h(X )] =
P

k
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pi log2

⇣
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⌘

- only depends on distribution of X (i.e., H(X ) = H(p1, p2, . . . , pk))

- H(X ) � 0 for all X

- if X ?? Y , then H(X ,Y ) = H(X ) + H(Y )

where joint entropy H(X ,Y ) , P
(x ,y) p(x , y) log2 1/p(x , y)

- if X ⇠ uniform on X , then H(X ) = log2 |X |; else, H(X )  log2 |X |
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designing questions to maximize information gain

the game of ’sixty three’

guess number X 2 {0, 1, 2, . . . , 62, 63}





designing questions to maximize information gain

the game of ’submarine’

player 1 hides a submarine in one square of an 8⇥ 8 grid

player 2 shoots at one square per round



designing questions to maximize information gain
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Mackay’s weighing puzzle



information acquisition in the weighing puzzle



information acquisition in the weighing puzzle



weighing game: an optimal solution



binary entropy function

if X Bernoulli(p), then H(X ) , H2(p) = �p log2(p)� (1� p) log2(1� p)

- (useful formula) for any k ,N 2 N, k  N:
�
N

k

�
⇡ 2NH2(k/N)



conditional entropy

suppose X ⇠ {p1, p2, p3, p4}, and let Y = 1[X2{a1,a2}]; then we have

H(X ) = H(Y ) + (p1 + p2)H2

✓
p1

p1 + p2

◆
+ (p3 + p4)H2

✓
p3

p3 + p4

◆

conditional entropy

for any rvs X ,Y : H(X |Y ) =
P

y2Y p(y)H(X |Y = y)

=
P

y2Y p(y)
P

x2X p(x |y) log2(1/p(x |y))
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the chain rule

the chain rule (information content)

for any rvs X ,Y and realizations x , y :

h(x , y) = h(x) + h(y |x) = h(y) + h(x |y)



the chain rule

the chain rule (entropy)

for any rvs X ,Y :

H(X ,Y ) = H(X ) + H(Y |X ) = H(Y ) + H(X |Y )
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